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#### Abstract

A new efficient numerical method for the solution of the time-independent Gross-Pitaevskii partial differential equation in three spatial variables is introduced. This equation is converted into an equivalent fixed-point form and is discretized using the collocation method at zeros of Legendre polynomials. Numerical comparisons with a state-of-theart method based on propagating the solution of the time-dependent Gross-Pitaevskii equation in imaginary time are presented.
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## 1. Introduction

The subject of this paper is a numerical solution of the time-independent Gross-Pitaevskii equation [9]

$$
\begin{equation*}
-\Delta u+V(x, y, z) u+k u^{3}=\lambda u, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
u>0, \quad \lim _{|(x, y, z)| \rightarrow \infty} u=0, \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(x, y, z)^{2} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} z=1 \tag{2}
\end{equation*}
$$

written here in dimensionless form, with $\Delta u=u_{x x}+u_{y y}+u_{z z}$. Both the function $u$ and the eigenvalue $\lambda$ are unknown. The parameter of non-linearity, $k$, is proportional to the number of atoms in the condensate, and therefore can be very large. $V(x, y, z)$ is a given potential function, which in our numerical experiments is taken to be the a-harmonic potential, $V(x, y, z)=a x^{2}+b y^{2}+c z^{2}$.

[^0]As pointed out in [6,7,15], the lowest lying eigenstate (ground state) of this equation is important in the numerical treatment of the Bose-Einstein condensates in the mean-field approximation. For large values of $k$ and for completely anisotropic potentials, which require a fully three-dimensional formulation, the solution of the Gross-Pitaevskii equation presents serious numerical difficulties.

A standard numerical approach for finding the ground state is to integrate a time-dependent version of (1),

$$
\begin{equation*}
\mathrm{i} \frac{\partial u}{\partial t}=-\Delta u+V(x, y, z) u+k u^{3} \tag{3}
\end{equation*}
$$

in imaginary time. The ground state wavefunction is then a solution in the limit of large times, while the energy $\lambda$ is proportional to the norm loss per integration step. A state-of-the-art algorithm of this type, the Dual or Dirac Stepping method, was recently published by two of the co-authors of the present paper, [11]. A summary of this algorithm including the details of the complex time integration is presented in Section 2 and serves as an introduction to the main topic of the paper.

We devote the rest of the paper to a novel direct approach for the time-independent equation. It implements the direct method of [15] and the expansion in the orthogonal polynomial basis, as in a discrete variable approximation (DVR) of [2]. However, here we are able to avoid the biggest shortcoming of the direct methods, that is, we manage to avoid the calculation of large ( $10^{5} \times 10^{5}$ or larger) and sparse discrete eigenvalue problem. For the sake of simplicity we outline our approach here in the introduction, for the one-dimensional prototype only. Consider the following boundary value problem:

$$
\begin{align*}
& -u^{\prime \prime}(x)+a x^{2} u(x)+k u^{3}(x)=\lambda u(x),  \tag{4}\\
& u>0, \quad u( \pm T)=0 \quad \int_{-T}^{T} u^{2}(x) \mathrm{d} x=1 . \tag{5}
\end{align*}
$$

Its discretization leads to a non-linear system of equations in $R^{n}$,

$$
A u+k\left[\begin{array}{c}
u_{1}^{3}  \tag{6}\\
\vdots \\
u_{n}^{3}
\end{array}\right]=\lambda u .
$$

This system of equations is converted into an equivalent fixed-point problem

$$
u=S(u)=(c I+A)^{-1} \cdot\left((c+\lambda)\left[\begin{array}{c}
u_{1}  \tag{7}\\
\vdots \\
u_{n}
\end{array}\right]-k\left[\begin{array}{c}
u_{1}^{3} \\
\vdots \\
u_{n}^{3}
\end{array}\right]\right)
$$

It is shown in [4] that for the finite differences discretization, and for the appropriate choice of the parameter $c>0$ and the initial iterate $x_{0}$, the fixed-point (FP) iteration $u_{k+1}=S\left(u_{k}\right)$ converges to the positive solution of (6). A simple iteration on $\lambda$ then produces specific value of $\lambda$ for which the corresponding $u$ satisfies the normalization condition in (5). In this paper we apply the above fixed-point iteration to discrete equations in $R^{n}$ obtained via collocation at zeros of Legendre polynomials in three spatial variables. This spectral technique preserves the symmetry present in the differential equation. This symmetry, combined with the separable structure of the a-harmonic potential, allows us to work efficiently with the three-dimensional array representing the solution, $u$, without stretching it into a linear array. In fact, if $N$ is the number of mesh points per each spatial variable, then it takes $\mathrm{O}\left(N^{4}\right)$ flops (floating point operations) to update the $N^{3}$ array. The number of mesh points, $N$, is modest. In our experiments reported in Section 3, it was enough to use just up to 128 mesh points per variable, for values of $k$ up to 50,000 , to achieve accuracy
close to double precision. The number of iterations is also not too large (see examples in Section 3), which, combined with the efficiency of each iteration step, leads to a memory efficient and fast algorithm for the solution of the time-independent Gross-Pitaevskii equation in three spatial variables.

The paper is organized as follows. In Section 2 the Dirac or Dual Stepping algorithm (DS-method) of [11] is outlined. In Section 3 we describe in detail the new fixed-point type algorithm. In Section 4 we compare the numerical results of the fixed-point algorithm to the DS-method and Thomas-Fermi approximation. In Appendix A we give in more detail the collocation technique at Legendre points and in Appendix B we explain the Thomas-Fermi approximation.

## 2. Dual or Dirac Stepping method

The DS-method was suggested by Koštrun and Javanainen [11], as a possible replacement for the splitstep class of methods, see $[12,17,18]$ and references therein, for integration of a time-dependent Schrödinger equation or the systems thereof.

The idea is to use a Hamiltonian formulation of the quantum physics and conveniently choose a linear time-independent operator, that plays the role of the operator $H_{0}$ in, so-called, interaction picture of quantum physics, [13]. Using this operator, a time domain of the initial value problem is translated to the interval $[0, \Delta t]$, and solved there using an ODE solver. Upon the completion of integration, the solution is translated back to the absolute time. The method was developed for tackling the Gross-Pitaevskii equation and the systems thereof. We describe the method using the more general formulation and notation of [11] which we then modify in order to obtain the solution of the dimensionless Gross-Pitaevskii equation (3).

### 2.1. Interaction picture

For simplicity, consider a one-dimensional initial value problem, involving a linear time-independent Hamiltonian $H_{0}$ acting on wave function $\varphi(t, x)$, together with some, not necessary linear, operator $w$, that may depend on the wave function $\varphi(t, x)$ :

$$
\begin{align*}
& \mathrm{i} \frac{\partial \varphi}{\partial t}=H_{0} \varphi+w[t, x ; \varphi(t, x)]  \tag{8}\\
& \varphi(0, x)=f(x), x \in[-L, L] .
\end{align*}
$$

The Hamiltonian $H_{0}$ contains a kinetic energy operator, $-\left(\hbar^{2} / 2 m\right) \nabla^{2}$, and possibly a potential energy $V_{0}(x)$, neither of which explicitly depends on the wave function $\varphi$. For notational convenience we do not explicitly denote dependence on $x$, and write

$$
\begin{equation*}
W[t, \varphi]=w[t, x ; \varphi(t, x)] . \tag{9}
\end{equation*}
$$

Observe that the domain of the problem has already been truncated to $[-L, L]$ and that appropriate boundary conditions were imposed on the wave function. The interaction picture in quantum mechanics [13] is a linear transformation, which uses operator $u_{0}(t)=\mathrm{e}^{-\mathrm{i} H_{0} t}$, to formally eliminate $H_{0}$ from Eq. (8) by replacing the wave function $\varphi(t)$, with $\tilde{\varphi}$ using the identity

$$
\begin{equation*}
\varphi(t)=\mathrm{e}^{-\mathrm{i} H_{0} t} \tilde{\varphi}(t)=u_{0}(t) \tilde{\varphi}(t), \tag{10}
\end{equation*}
$$

so that the equation for the new wave function $\tilde{\varphi}(t, x)$ becomes

$$
\begin{equation*}
\mathrm{i} \frac{\partial \tilde{\varphi}}{\partial t}=\mathrm{e}^{\mathrm{i} H_{0} t} W\left[t, \mathrm{e}^{-\mathrm{i} H_{0} t} \tilde{\varphi}\right] . \tag{11}
\end{equation*}
$$

In quantum physics this transformation is used as the basis of perturbational approach, for weakly perturbed systems, when such makes sense.

### 2.2. Time translation and integration

Let us first examine the equation of propagation of a wave function over the time interval $\left[t_{k}, t_{k+1}\right]$, for some $k \in N$. For $0 \leqslant \tau \leqslant \Delta t$, we have

$$
\begin{equation*}
\mathrm{i} \frac{\partial \tilde{\varphi}\left(t_{k}+\tau\right)}{\partial \tau}=\mathrm{e}^{\mathrm{i} H_{0}\left(t_{k}+\tau\right)} W\left[t_{k}+\tau, \mathrm{e}^{-\mathrm{i} H_{0}\left(t_{k}+\tau\right)} \tilde{\varphi}\left(t_{k}+\tau\right)\right] \tag{12}
\end{equation*}
$$

We introduce a new wave function $\hat{\varphi}(\tau)$ which serves as a dummy variable ${ }^{1}$ for the time integration. It is defined by

$$
\begin{equation*}
\hat{\varphi}(\tau)=\mathrm{e}^{-\mathrm{i} H_{0} t_{k}} \tilde{\varphi}\left(t_{k}+\tau\right), \tag{13}
\end{equation*}
$$

whose evolution is described by

$$
\begin{equation*}
\mathrm{i} \frac{\partial \hat{\varphi}(\tau)}{\partial \tau}=\mathrm{e}^{\mathrm{i} H_{0} \tau} W\left[t_{k}+\tau, \mathrm{e}^{-\mathrm{i} H_{0} \tau} \hat{\varphi}\right], \tag{14}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
\hat{\varphi}(0)=\mathrm{e}^{-\mathrm{i} H_{0} t_{k}} \tilde{\varphi}\left(t_{k}\right)=\varphi\left(t_{k}\right) . \tag{15}
\end{equation*}
$$

The operator $W$ is a contact operator, as described in Eq. (9), so the time integration of Eq. (14) can be performed using a standard ODE integration method [16].

As a result of the integration the array $\hat{\varphi}(\delta t)$ is obtained. It can be shown that its relationship to the function $\varphi\left(t_{\kappa}+\delta t\right)=\varphi\left(t_{k+1}\right)$ is given by

$$
\begin{equation*}
\varphi\left(t_{k+1}\right)=\varphi\left(t_{k}+\delta t\right)=\mathrm{e}^{-\mathrm{i} H_{0} \delta t} \hat{\varphi}(\delta t) . \tag{16}
\end{equation*}
$$

Application of Runge-Kutta fourth order integration formulae to Eq. (14) introduces the quantities $\left\{Y_{i}^{\prime}\right\}_{i=1, \ldots, 4}$, defined by

$$
\begin{align*}
& Y_{1}^{\prime}=-\mathrm{i} W\left[t_{k}, \varphi\left(t_{k}\right)\right] \\
& Y_{2}^{\prime}=-\mathrm{i} W\left[t_{k}+\frac{\delta t}{2}, u_{0}\left(\frac{\delta t}{2}\right)\left(\varphi\left(t_{k}\right)+\frac{\delta t}{2} Y_{1}^{\prime}\right)\right] \\
& Y_{3}^{\prime}=-\mathrm{i} W\left[t_{k}+\frac{\delta t}{2}, u_{0}\left(\frac{\delta t}{2}\right) \varphi\left(t_{k}\right)+\frac{\delta t}{2} Y_{2}^{\prime}\right]  \tag{17}\\
& Y_{4}^{\prime}=-\mathrm{i} W\left[t_{k}+\delta t, u_{0}\left(\frac{\delta t}{2}\right)\left(u_{0}\left(\frac{\delta t}{2}\right) \varphi\left(t_{k}\right)+\delta t Y_{3}^{\prime}\right)\right]
\end{align*}
$$

Using this in Eq. (16) yields the final integration formula

$$
\begin{equation*}
\varphi\left(t_{k}+\delta t\right)=u_{0}(\delta t)\left(\varphi\left(t_{k}\right)+\frac{\delta t}{6} Y_{1}^{\prime}\right)+\frac{\delta t}{3} u_{0}\left(\frac{\delta t}{2}\right)\left(Y_{2}^{\prime}+Y_{3}^{\prime}\right)+\frac{\delta t}{6} Y_{4}^{\prime} . \tag{18}
\end{equation*}
$$

[^1]We identify two standard versions of the DS-integration formula regarding the way the operator $u_{0}(\tau)$ acts on the wave function:

- DS2, where Cayley approximation $[10,14]$ is used in calculation of effects of $u_{0}(\tau)$ on $\varphi$

$$
\begin{equation*}
\left(1+\mathrm{i} \frac{\tau}{2} H_{0}\right) \varphi(t+\tau)=\left(1-\mathrm{i} \frac{\tau}{2} H_{0}\right) \varphi(t) \tag{19}
\end{equation*}
$$

yielding the second order accuracy in time, and

- DS4, which consists of taking $H_{0}=-\Delta$ in expression for $u_{0}(\tau)$, and using the Fast Fourier Transform to evaluate the evolution of wave function due to it. This replacement yields the fourth order accuracy in time, and is thus called DS4-formula.
Numerical results regarding the DS-method presented in this manuscript are obtained using the DS2formula with $H_{0}=-\Delta$.


### 2.3. The Gross-Pitaevskii equation

We present the results for calculation of the lowest eigenvalue of the system described by the GrossPitaevskii equation, see e.g. [6],

$$
\begin{equation*}
\mathrm{i}_{\tau} \varphi=\left(-\Delta+a x^{2}+b y^{2}\right) \varphi+k|\varphi|^{2} \varphi \tag{20}
\end{equation*}
$$

using the method. The method was modified so that the propagation is done in imaginary instead of in real time. Under those circumstances the wave function loses its norm in each iteration. Renormalization of the solution forces the system to its lowest lying stationery state (if such exists) in the limit of infinite evolution times. The lowest lying eigenvalue $\lambda$ is given as the limit

$$
\begin{equation*}
\lambda=\lim _{\mathrm{i} t \rightarrow \infty} \frac{1}{\mathrm{i} \delta t}\left(\frac{1}{|\varphi(\mathrm{i} t+\mathrm{i} \delta t)|}-1\right) . \tag{21}
\end{equation*}
$$

For our calculation the domain was $[-10,10] \times[-10,10]$ with a square grid of $129 \times 129$ points. We used the finite differences for the operator $u_{0}=u_{0, x} u_{0, y}$ with the Cayley expansion. Time integration was performed using the Runge-Kutta fourth order method.

## 3. Fixed-point iteration

The fixed-point iteration described below is, in principle, applicable to any discretization of the GrossPitaevskii equation. In this paper we suggest collocation at zeros of Legendre polynomials. Besides the usual advantages of using a spectral-type method, such as high accuracy at low cost [8], this particular method leads to a symmetric discretization, which becomes critical for two and three spatial variables. The discretization technique is described in some detail in Appendix A. Here it is gradually applied to the case of one, two, and three spatial variables.

### 3.1. The one variable case

The discretization of the differential equation (4) is described in Appendix A. It leads to a non-linear system of equations in $R^{n}$,

$$
\begin{equation*}
A V+\frac{k}{T} W^{-2} V^{3}=\lambda V \tag{22}
\end{equation*}
$$

To formulate a fixed-point iteration, we add the matrix $c I$, where $I$ is an identity matrix of size $N \times N$ and $c>0$, on both sides of Eq. (22)

$$
\begin{equation*}
(A+c I) V=(c+\lambda) V-\frac{k}{T} W^{-2} V^{3} \tag{23}
\end{equation*}
$$

The reason for adding a positive multiple of $I$ to the both sides of (22) is that (for the finite differences approximation) with the appropriate choice of $c>0$ and the initial iterate $V_{0}$, the iteration below becomes monotone and is guaranteed to converge. For details, see [4,5].

For the present discretization we do not have a convergence proof as yet, but in all of our numerical experiments the iteration converged for an appropriate choice of $c$. Next, since $A$ is symmetric, we can decompose it as $A=Q_{A} D_{A} Q_{A}^{\mathrm{T}}$, where $D_{A}$ is the diagonal matrix of eigenvalues of $A$, and $Q_{A}$ is the orthogonal matrix of the corresponding eigenvectors. We now have

$$
\begin{equation*}
Q_{A}\left(c I+D_{A}\right) Q_{A}^{\mathrm{T}} V=(c+\lambda) V-\frac{k}{T} W^{-2} V^{3}, \tag{24}
\end{equation*}
$$

or

$$
\begin{equation*}
V=Q_{A}\left(c I+D_{A}\right)^{-1} Q_{A}^{\mathrm{T}}\left[(c+\lambda) V-\frac{k}{T} W^{-2} V^{3}\right] \tag{25}
\end{equation*}
$$

where

$$
D_{A}=\left[\begin{array}{ccc}
d_{1}^{A} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & d_{N}^{A}
\end{array}\right], \quad\left(c I+D_{A}\right)^{-1}=\left[\begin{array}{ccc}
\frac{1}{c+d_{1}^{A}} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{c+d_{N}^{A}}
\end{array}\right]
$$

and the iteration is performed as follows:

$$
\begin{equation*}
V_{\text {next }}=Q_{A}\left(c I+D_{A}\right)^{-1} Q_{A}^{\mathrm{T}}\left[(c+\lambda) V_{\text {prev }}-\frac{k}{T} W^{-2} V_{\text {prev }}^{3}\right] . \tag{26}
\end{equation*}
$$

We remark that the eigenvalue decomposition of $A$ is not needed in the case of one spatial variable, since one could simply solve the equation

$$
\begin{equation*}
(c I+A) V_{\text {next }}=(c+\lambda) V_{\text {prev }}-\frac{k}{T} W^{-2} V_{\text {prev }}^{3} . \tag{27}
\end{equation*}
$$

This decomposition becomes critical, however, for two and three spatial dimensions and therefore is introduced here as well.

### 3.2. The two variable case

In two spatial variables, we consider the equation

$$
\begin{align*}
& -u_{x x}(x, y)-u_{y y}(x, y)+V(x, y) u(x, y)+k u^{3}(x, y)=\lambda u(x, y)  \tag{28}\\
& \left.u\right|_{\Gamma}=0, \quad \int_{-T}^{T} \int_{-T}^{T} u^{2}(x, y) \mathrm{d} x \mathrm{~d} y=1 . \tag{29}
\end{align*}
$$

Here $\Gamma$ is the boundary of the square $\{(x, y) \mid-T \leqslant x, y \leqslant T\}$, and $V(x, y)=a x^{2}+b y^{2}$. In this case we approximate the function $u(x, y)$ as follows:

$$
\begin{equation*}
u(x, y)=\sum_{i, j=0}^{N-1} \alpha_{i j} p_{i}(x) p_{j}(y) . \tag{30}
\end{equation*}
$$

We derive the discretization of this equation using the technique described in Appendix A. We assume the discretization mesh that employs the Legendre points in both spatial directions and therefore has the form

$$
\begin{equation*}
\left\{\left(x_{k}, y_{m}\right) \mid k, m=1, \ldots, N+1\right\} \tag{31}
\end{equation*}
$$

where $x_{k}=y_{k}, k=1, \ldots, N$ are the zeros of $P_{N}(x)$ multiplied by $T$.
Let

$$
\begin{equation*}
u\left(x_{k}, y_{m}\right)=\sum_{k, m=0}^{N-1} \alpha_{i j} p_{i}\left(x_{k}\right) p_{j}\left(y_{m}\right) \tag{32}
\end{equation*}
$$

and let $U=\left[u_{k m}\right]_{k, m=1}^{N+1}$ be the matrix of the values of the function $u$ at the Legendre points: $u_{k m}=u\left(x_{k}, y_{m}\right)$. If $\mathscr{A}=\left[\alpha_{i j}\right]_{i, j=0}^{N-1}$, then

$$
\begin{equation*}
U=P \mathscr{A} P^{\mathrm{T}} \tag{33}
\end{equation*}
$$

where $P$ is the same as in the one-dimensional case. It follows from (A.14) that

$$
\begin{equation*}
\mathscr{A}=P^{\mathrm{T}} W^{2} U W^{2} P, \tag{34}
\end{equation*}
$$

where $W$ is the matrix of Legendre weights. Following the same approach as in the one-dimensional case, we obtain the following discretization of Eq. (28)

$$
-\frac{1}{T^{2}}\left(P D P^{\mathrm{T}} W^{2}\right) U-U\left(\frac{1}{T^{2}} P D P^{\mathrm{T}} W^{2}\right)^{\mathrm{T}}+a\left[\begin{array}{lll}
x_{1}^{2} & & 0  \tag{35}\\
& \ddots & \\
0 & & x_{N}^{2}
\end{array}\right] U+b U\left[\begin{array}{lll}
y_{1}^{2} & & 0 \\
& \ddots & \\
0 & & y_{N}^{2}
\end{array}\right]+k U^{3}=\lambda U
$$

Here $-\left(1 / T^{2}\right)\left(P D P^{\mathrm{T}} W^{2}\right) U$ represents the discretization of $u_{x x}$, and is identical to the one variable case for each fixed $y$. The second term corresponds to $u_{y y}$.

Multiplying (35) by $\sqrt{T} W$ on both sides and introducing the notations

$$
\begin{align*}
& V=T\left[\begin{array}{lll}
\omega_{1} & & 0 \\
& \ddots & \\
0 & & \omega_{N}
\end{array}\right] U\left[\begin{array}{lll}
\omega_{1} & & 0 \\
& \ddots & \\
0 & & \omega_{N}
\end{array}\right]=T W U W,  \tag{36}\\
& A=-\frac{1}{T^{2}}\left(W P D P^{\mathrm{T}} W\right)+a\left[\begin{array}{lll}
x_{1}^{2} & & 0 \\
& \ddots & \\
0 & & x_{N}^{2}
\end{array}\right] \tag{37}
\end{align*}
$$

and

$$
B=-\frac{1}{T^{2}}\left(W P D P^{\mathrm{T}} W\right)+b\left[\begin{array}{lll}
y_{1}^{2} & & 0  \tag{38}\\
& \ddots & \\
0 & & y_{N}^{2}
\end{array}\right]
$$

we get

$$
\begin{equation*}
A V+V B+\frac{k}{T^{2}} W^{-2} V^{3} W^{-2}=\lambda V \tag{39}
\end{equation*}
$$

where both $A$ and $B$ are symmetric matrices. As before, the monotone fixed-point iteration is obtained by adding a multiple of the matrix $V, c V(c>0)$ to both sides of (39) and by the orthogonal decomposition of matrices $A$ and $B, A=Q_{A} D_{A} Q_{A}^{\mathrm{T}}, B=Q_{B} D_{B} Q_{B}^{\mathrm{T}}$. Here $D_{A}, D_{B}$ are the diagonal matrices of eigenvalues of $A$ and $B$ correspondingly, and $Q_{A}, Q_{B}$ are the orthogonal matrices of the corresponding eigenvectors. Thus

$$
\begin{equation*}
c V+Q_{A} D_{A} Q_{A}^{\mathrm{T}} V+V Q_{B} D_{B} Q_{B}^{\mathrm{T}}=(c+\lambda) V-\frac{k}{T^{2}} W^{-2} V^{3} W^{-2} . \tag{40}
\end{equation*}
$$

Multiplying this equation by $Q_{A}^{\mathrm{T}}$ on the left and by $Q_{B}$ on the right, we obtain

$$
\begin{equation*}
c \underline{Q_{A}^{\mathrm{T}} V Q_{B}}+D_{A} \underline{Q_{A}^{\mathrm{T}} V Q_{B}}+\underline{Q_{A}^{\mathrm{T}} V Q_{B} D_{B}=Q_{A}^{\mathrm{T}}\left[(c+\lambda) V-\frac{k}{T^{2}} W^{-2} V^{3} W^{-2}\right] Q_{B} . . . . .} \tag{41}
\end{equation*}
$$

Letting $\widetilde{V}=Q_{A}^{\mathrm{T}} V Q_{B}$, we can write (41) as

$$
\begin{equation*}
c \widetilde{V}+D_{A} \widetilde{V}+\widetilde{V} D_{B}=Q_{A}^{\mathrm{T}}\left((c+\lambda) V-\frac{k}{T^{2}} W^{-2} V^{3} W^{-2}\right) Q_{B} \tag{42}
\end{equation*}
$$

If the entries of the matrix $\widetilde{V}$ are denoted by $\widetilde{v}_{i j}$ and

$$
D_{A}=\left[\begin{array}{ccc}
d_{1}^{A} & & 0  \tag{43}\\
& \ddots & \\
0 & & d_{N}^{A}
\end{array}\right], \quad D_{B}=\left[\begin{array}{ccc}
d_{1}^{B} & & 0 \\
& \ddots & \\
0 & & d_{N}^{B}
\end{array}\right],
$$

then for each $i, j=1, \ldots, N$,

$$
\begin{equation*}
c \widetilde{v}_{i j}+d_{i}^{A} \widetilde{v}_{i j}+d_{j}^{B} \widetilde{v}_{i j}=\left[Q_{A}^{\mathrm{T}}\left((c+\lambda) V-\frac{k}{T^{2}} W^{-2} V^{3} W^{-2}\right) Q_{B}\right]_{i j} \tag{44}
\end{equation*}
$$

or

$$
\begin{equation*}
\widetilde{v}_{i j}=\left(\frac{1}{c+d_{i}^{A}+d_{j}^{B}}\right)\left[Q_{A}^{\mathrm{T}}\left((c+\lambda) V-\frac{k}{T^{2}} W^{-2} V^{3} W^{-2}\right) Q_{B}\right]_{i j} . \tag{45}
\end{equation*}
$$

In the matrix form we write

$$
\begin{equation*}
\widetilde{V}=D_{A B} \bigcirc\left[Q_{A}^{\mathrm{T}}\left((c+\lambda) V-\frac{k}{T^{2}} W^{-2} V^{3} W^{-2}\right) Q_{B}\right] \tag{46}
\end{equation*}
$$

In this formula $\left[D_{A B}\right]_{i j}=1 /\left(c+d_{i}^{A}+d_{j}^{B}\right)$ and $\bigcirc$ denotes the componentwise or Schur product of the matrices. Therefore in the two-dimensional case the fixed-point iteration has the form

$$
\begin{equation*}
V_{\mathrm{next}}=Q_{A}\left[D_{A B} \bigcirc\left(Q_{A}^{\mathrm{T}}\left((c+\lambda) V_{\mathrm{prev}}-\frac{k}{T^{2}} W^{-2} V_{\mathrm{prev}}^{3} W^{-2}\right) Q_{B}\right)\right] Q_{B}^{\mathrm{T}} \tag{47}
\end{equation*}
$$

### 3.3. The three variable case

Finally, let us explain how this technique works in the three-dimensional case, in the simplest case of a spherically symmetric potential $V$ (so that all the scales are equal, $T_{x}=T_{y}=T_{z}=T$ ),

$$
\begin{align*}
& -u_{x x}-u_{y y}-u_{z z}+\left(a x^{2}+b y^{2}+c z^{2}\right) u(x, y, z)+k u^{3}(x, y, z)=\lambda u(x, y, z),  \tag{48}\\
& \left.u\right|_{\Gamma}=0, \quad \int_{-T}^{T} \int_{-T}^{T} \int_{-T}^{T} u^{2}(x, y, z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z=1, \tag{49}
\end{align*}
$$

where $\Gamma$ is the boundary of the cube $-T \leqslant x, y, z \leqslant T$.
Suppose that

$$
\begin{equation*}
u(x, y, z)=\sum_{i, j, k=0}^{N-1} \alpha_{i j k} p_{i}(x) p_{j}(y) p_{k}(z) . \tag{50}
\end{equation*}
$$

and let

$$
\begin{equation*}
U=\left[u_{i j k}\right]_{i, j, k=1}^{N}, \quad u_{i j k}=u\left(x_{i}, y_{j}, z_{k}\right) \tag{51}
\end{equation*}
$$

where the meshpoints, $x_{i}, y_{j}, z_{k}, i, j, k=1, \ldots, N, x_{i}=y_{i}=z_{i}$, are the zeros of the $N$ th Legendre polynomial, $P_{N}(x)$, multiplied by the factor $T$. Since $U$ is now a three-dimensional array of the size $N \times N \times N$, we need to define the action of an arbitrary matrix $A$ of size $N \times N$ on $U$. By $A_{x}(U)$ we denote the three-dimensional array given for $j, k=1, \ldots, N$ by

$$
\left[\begin{array}{c}
A_{x}(U)_{1, j, k}  \tag{52}\\
\vdots \\
A_{x}(U)_{N, j, k}
\end{array}\right]=A\left[\begin{array}{c}
u_{1, j, k} \\
\vdots \\
u_{N, j, k}
\end{array}\right]
$$

where the subscript $x$ stands for the direction of this action, i.e., in this case a matrix $A$ is applied in the direction of the $x$-variable. The action of the matrix $A$ in two other directions, $A_{y}(U)$ and $A_{z}(U)$, is defined similarly. Notice that this operation is commutative, meaning that if $B$ is another $N \times N$ matrix, then

$$
\begin{equation*}
A_{\star}\left(B_{\bar{\star}}(U)\right)=B_{\bar{\star}}\left(A_{\star}(U)\right) . \tag{53}
\end{equation*}
$$

Here $\star$ and $\bar{\star}$ stand for any choice of the directions $x, y$ or $z$. This is just the discrete analog of the fact that a mixed partial derivative of a smooth function does not depend on the ordering of variables in which partial derivatives are taken. For the notational simplicity from now on we omit the repeated use of parentheses. After the discretization of Eq. (48) we have

$$
\begin{equation*}
-\frac{1}{T^{2}}\left[P D P^{\mathrm{T}} W^{2}\right]_{x}(U)-\frac{1}{T^{2}}\left[P D P^{\mathrm{T}} W^{2}\right]_{y}(U)-\frac{1}{T^{2}}\left[P D P^{\mathrm{T}} W^{2}\right]_{z}(U)+a W_{x}(U)+b W_{y}(U)+c W_{z}(U)+k U^{3}=\lambda U . \tag{54}
\end{equation*}
$$

Here again, $\left(1 / T^{2}\right)\left[P D P^{\mathrm{T}} W^{2}\right]_{x}(U)$ represents the discretization of $u_{x x}$ and similarly for $u_{y y}$ and $u_{z z}$. To symmetrize this equation we apply $\sqrt{T} W_{z}\left(\sqrt{T} W_{y}\left(\sqrt{T} W_{x}(\cdot)\right)\right)$ to Eq. (54) and use the substitution $V=T^{3 / 2} W_{z} W_{y} W_{x}(U)$ to obtain

$$
\begin{equation*}
A_{x}(V)+B_{y}(V)+C_{z}(V)+\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}\left(V^{3}\right)=\lambda V . \tag{55}
\end{equation*}
$$

In this formula, the matrices $A$ and $B$ are the same as in the two-dimensional case and the matrix $C$ is

$$
C=-\frac{1}{T^{2}}\left(W P D P^{\mathrm{T}} W\right)+c\left[\begin{array}{lll}
z_{1}^{2} & & 0  \tag{56}\\
& \ddots & \\
0 & & z_{N}^{2}
\end{array}\right]
$$

As before, we add a multiple of $V, c V(c>0)$ to both sides of Eq. (55)

$$
\begin{equation*}
c V+A_{x}(V)+B_{y}(V)+C_{z}(V)=(c+\lambda) V-\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}(V) . \tag{57}
\end{equation*}
$$

With $A=Q_{A} D_{A} Q_{A}^{\mathrm{T}}, B=Q_{B} D_{B} Q_{B}^{\mathrm{T}}$ and $C=Q_{C} D_{C} Q_{C}^{\mathrm{T}}$ being the orthogonal decompositions of the matrices $A, B$ and $C$ respectively, we can rewrite the above equation as follows,

$$
\begin{equation*}
c V+\left(Q_{A} D_{A} Q_{A}^{\mathrm{T}}\right)_{x}(V)+\left(Q_{B} D_{B} Q_{B}^{\mathrm{T}}\right)_{y}(V)+\left(Q_{C} D_{C} Q_{C}^{\mathrm{T}}\right)_{z}(V)=(c+\lambda) V-\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}(V) \tag{58}
\end{equation*}
$$

or

$$
\begin{equation*}
c V+Q_{A x} D_{A x} Q_{A x}^{\mathrm{T}}(V)+Q_{B y} D_{B y} Q_{B y}^{\mathrm{T}}(V)+Q_{C z} D_{C z} Q_{C z}^{\mathrm{T}}(V)=(c+\lambda) V-\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}(V) . \tag{59}
\end{equation*}
$$

We apply now consecutively the matrix $Q_{A}^{\mathrm{T}}$ in $x$-direction, $Q_{B}^{\mathrm{T}}$ in the $y$-direction, $Q_{C}^{\mathrm{T}}$ in the z-direction to (59) and introduce the notation $\widetilde{V}=Q_{C z}^{\mathrm{T}} Q_{B y}^{\mathrm{T}} Q_{A x}^{\mathrm{T}}(V)$. Thus

$$
\begin{equation*}
c \widetilde{V}+D_{A x} \widetilde{V}+D_{B y} \widetilde{V}+D_{C z} \widetilde{V}=Q_{C z}^{\mathrm{T}} Q_{B y}^{\mathrm{T}} Q_{A x}^{\mathrm{T}}\left((c+\lambda) V-\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}(V)\right) \tag{60}
\end{equation*}
$$

Comparing $(i, j, k)$ entries on both sides we find that

$$
\begin{equation*}
\left(c+d_{i}^{A}+d_{j}^{B}+d_{k}^{C}\right) \widetilde{V}_{i j k}=\left[Q_{C z}^{\mathrm{T}} Q_{B y}^{\mathrm{T}} Q_{A x}^{\mathrm{T}}\left((c+\lambda) V-\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}(V)\right)\right]_{i j k} \tag{61}
\end{equation*}
$$

Hence, in three spatial variables the fixed-point iteration can be written as

$$
\begin{equation*}
V_{\text {next }}=Q_{A x} Q_{B y} Q_{C z}\left(\mathscr{D} \bigcirc\left[Q_{C z}^{\mathrm{T}} Q_{B y}^{\mathrm{T}} Q_{A x}^{\mathrm{T}}\left((c+\lambda) V_{\text {prev }}-\frac{k}{T^{3}} W_{z}^{-2} W_{y}^{-2} W_{x}^{-2}\left(V_{\text {prev }}\right)\right)\right]\right), \tag{62}
\end{equation*}
$$

where $O$ is the componentwise product and where

$$
[\mathscr{D}]_{i j k}=\frac{1}{c+d_{i}^{A}+d_{j}^{B}+d_{k}^{C}} .
$$

Despite the fact that the formula given above has a complicated structure, actual programming of the three-dimensional iteration is quite similar to the programming of the two-dimensional model due to the eigenvalue decomposition technique used.

The fact that $A, B$, and $C$ are symmetric is very important here. It enables us to perform the the iteration (62) in $\mathrm{O}\left(N^{4}\right)$ floating point operations. Here $N^{4}$ is the number of flops needed to multiply an $N \times N$ matrix by $N^{2}$ columns of an $N \times N \times N$ array. Since in particular computing environments the cost of a matrixvector multiplication is often less than $N^{2}$, the cost of performing the iteration (62) is reduced accordingly. This is to be compared with the cost of solving (57) directly by stretching $V$ into a linear array of length $N^{3}$ and using Gaussian elimination. The cost would become a staggering $\mathrm{O}\left(N^{9}\right)$ flops, unless some use is made of the special structure of the $N^{3} \times N^{3}$ matrix representing the sum of linear transformations $A_{x}, B_{y}$ and $C_{z}$.

Algorithm 1 summarizes our previous discussion:

- Legendre points are found as the eigenvalues of the matrix (A.8) and then translated onto the interval $[-T, T]$.
- The matrix $P$ consisting of the values of the first $N$ normalized Legendre polynomials at the Legendre points is found. For this the recursive formula (A.5) is used.
- The matrix of The Gauss-Legendre weights is obtained using the relation $\left(W^{-1}\right)^{2}=P p^{\mathrm{T}}$.
- Formulas (A.17)-(A.27) are used to calculate matrix $D$ that transforms the coefficients $\alpha_{0}, \ldots, \alpha_{N}$ of the function $U(X)$ into the coefficients of its second derivative.
- Matrices $A, B$ and $C$ are constructed as described in (37), (38) and (56).
- Orthogonal decomposition of the matrices $A, B$ and $C: A=Q_{A} D_{A} Q_{A}^{\mathrm{T}}, B=Q_{B} D_{B} Q_{B}^{\mathrm{T}}$ and $C=Q_{C} D_{C} Q_{C}^{\mathrm{T}}$ is obtained.
- The iteration (62) is set up.
- The solution (and its norm) is found.

For a given value of $\lambda$ and sufficiently large choice of the constant $c>0$, this algorithm generates a sequence of three-dimensional arrays that converges to the solution of the eigenproblem (48).

Note that larger values of $k$ require larger values of the constant $c$ for the algorithm to converge. For example, in two-dimensional situation for $k=10$ and $V(x, y)=a x^{2}+b y^{2}$ the algorithm converges if we take $c=10$. But for $k=100$ the algorithm diverges if $c=10$. We need to increase the value of $c$ to at least $c=30$ to make the procedure work. Increasing $c$, however, affects the rate of convergence of the algorithm. For example, in two-dimensional case for $k=1$ and $V(x, y)=0.2 x^{2}+0.7 y^{2}$, it takes about 60 iterations to obtain a single precision result with $c=0.1$. The number of iterations approximately doubles for $c=1$. The same result is obtained in about 700 and 6000 iterations if $c=10$ and $c=100$, respectively. Typical graphs of solutions are shown in Figs. 1 and 2. Fig. 3 gives some insight into why the choice of Legendre mesh points is so effective. One can see that these points are clustered towards the boundaries where the function has steepest slopes, and there are far fewer points in the middle, where the function is more flat. Therefore a relatively small number of points is needed for the discretization. To achieve a double precision accuracy, we typically use $32-128$ points depending on the size of the domain. While advantageous at zero temperature, the choice of Legendre mesh may not be the most appropriate at non-zero temperatures. There, as pointed out by [1], the presence of thermal atoms lengthens the tail at the edge of the condensate [3].


Fig. 1. $k=50, V(x, y)=0.2 x^{2}+0.7 y^{2}$.


Fig. 2. $k=500, V(x, y)=0.2 x^{2}+0.7 y^{2}$.


Fig. 3. Distribution of Legendre points in a square domain.

So far we have described how to compute the positive eigenfunction corresponding to a given eigenvalue $\lambda$. Our goal, however, is to obtain a positive solution of a particular magnitude. Thus we seek $\lambda^{\star}>0$ such that the corresponding solution, $u\left(\lambda^{\star}\right)$, is of the unit norm

$$
\begin{equation*}
\left\|u\left(\lambda^{\star}\right)\right\|^{2}=\int_{-T}^{T} \int_{-T}^{T} \int_{-T}^{T} u^{2}(x, y, z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z=1 \tag{63}
\end{equation*}
$$

Our numerical experiments show that norm of solution $\|u(\lambda)\|$ is a monotone function of $\lambda_{\text {: }}$ if $\lambda_{1} \leqslant \lambda_{2}$, then $\left\|u\left(\lambda_{1}\right)\right\| \leqslant\left\|u\left(\lambda_{2}\right)\right\|$. To approximate the value of $\lambda^{\star}$ that corresponds to the solution of the unitary


Fig. 4. Normalization strategy.
norm, we apply the following normalization strategy. Using the Thomas-Fermi estimates (see Appendix B), we find initial values of $\lambda_{1}$ and $\lambda_{2}\left(\lambda_{1}>\lambda_{2}\right)$, large enough so that both $h_{1}=\left\|u\left(\lambda_{1}\right)\right\|>1$ and $h_{2}=\left\|u\left(\lambda_{2}\right)\right\|>1$. Using Algorithm 1 we compute $h_{1}=\left\|u\left(\lambda_{1}\right)\right\|$ and $h_{2}=\left\|u\left(\lambda_{2}\right)\right\|$ and then construct the unique parabola with a given axis of symmetry through $\left(h_{1}, \lambda_{1}\right)$ and $\left(h_{2}, \lambda_{2}\right)$, see Fig. 4 . We find the intersection of this parabola with the horizontal line $h=1$, which gives a new approximation $\lambda_{3}$ to the value of $\lambda^{\star}$. We use algorithm 1 to compute $u\left(\lambda_{3}\right)$ and repeat. A more formal description is given in terms of Algorithm 2.

- Using the Thomas-Fermi approximation, chose $\lambda_{2}<\lambda_{1}$ large enough such that the norms of the corresponding solutions, $\left\|u\left(\lambda_{2}\right)\right\|$ and $\left\|u\left(\lambda_{1}\right)\right\|$, are greater than 1 ,
- while $\left|h_{2}-1\right|>e p s$ do

O construct a parabola that goes through the points with coordinates $\left(\lambda_{1}, h_{1}^{2}\right)$ and $\left(\lambda_{2}, h_{2}^{2}\right)$ : $\lambda=\lambda_{2}+\left(\left(\lambda_{1}-\lambda_{2}\right) /\left(h_{1}^{2}-h_{2}^{2}\right)\right)\left(h^{2}-h_{2}^{2}\right) ;$
$\bigcirc$ find the intersection of this parabola with the horizontal line $h=1$, and find the corresponding $\lambda: \lambda_{3}=\lambda_{2}+\left(\left(\lambda_{1}-\lambda_{2}\right) /\left(h_{1}^{2}-h_{2}^{2}\right)\right)\left(1-h_{2}^{2}\right) ;$
$\bigcirc$ use Algorithm 1 to find the corresponding solution $u_{\left(\lambda_{3}\right)}$ and its norm $h_{3}$, and set $\lambda_{1}=\lambda_{2} ; h_{1}=h_{2}$; $\lambda_{2}=\lambda_{3} ; h_{2}=h_{3} ;$

- done

Algorithm 2 is quite efficient. It typically takes 7-10 iterations only to converge.

## 4. Numerical experiments

Since no analytic solutions of the Gross-Pitaevskii equation are known to us, we use the Dual or Dirac Stepping (DS) method in two dimension as well as the Thomas-Fermi (TF) approximation for numerical comparisons. In three dimensions we can use TF only, because the results of the DS method are no longer available. For the stopping criterion of the fixed-point iteration we use the size of the residual, which is found by substituting the computed eigenvalue $\lambda$ and the corresponding eigenfunction into the GrossPitaevskii equation.

Table 1
Two-dimensional data

| $r$ | DS | FP | TF |
| ---: | ---: | ---: | ---: |
| 1 | 1.03 | 1.036706 | 0.488058 |
| 10 | 1.82 | 1.819286 | 1.543377 |
| 100 | 5.00 | 4.999394 | 4.880587 |
| 1000 | 15.49 | 15.524270 | 15.433771 |
| 3000 | 26.79 | 26.744547 | 26.732076 |
| 10,000 | 48.89 | 48.993929 | 48.805871 |

Table 2
Three-dimensional data

| $k$ | FP | TF | - FP-TF- |
| ---: | ---: | ---: | :--- |
| 100 | 3.752857 | 3.170947 | 0.5819 |
| 1000 | 8.263033 | 7.965060 | 0.2980 |
| 3000 | 12.574191 | 12.360543 | 0.2136 |
| 10,000 | 20.154451 | 20.007326 | 0.1471 |
| 30,000 | 31.150280 | 31.048281 | 0.1020 |
| 50,000 | 38.177264 | 38.087026 | 0.0902 |

The computation was performed on a DELL Workstation with the operating system Red Hat Linux 5.2 in double precision, and used 64-128 points in each spatial dimension, depending on the size of the domain. The domain to which the equation is truncated is chosen according to the Thomas-Fermi approximation, that is, its size increases with increasing value of $k$.

In two dimensions we use the potential $V(x, y)=a x^{2}+b y^{2}$ with $a=0.2$ and $b=0.7$. Numerical results are summarized in Table 1. Although the two numerical approaches are quite different, the results show good agreement. To calculate the FP-column we performed the calculation for a number of of Legendre points. The values given in the table have all of the figures significant, as determined by increasing the number of Legendre points. In three dimensions we use $V(x, y, z)=0.3 x^{2}+0.6 y^{2}+0.5 z^{2}$. The results are shown in Table 2. As expected, the bigger is the coefficient $k$, the better is the agreement between the Thomas-Fermi estimates and our numerical results.

## Appendix A. Discretization of the Gross-Pitaevski equation using Legendre polynomials

We consider the discretization of the truncated Gross-Pitaevskii equation

$$
\begin{align*}
& -u^{\prime \prime}(x)+a x^{2} u(x)+k u^{3}(x)=\lambda u(x),  \tag{A.1}\\
& u( \pm T)=0, \quad \int_{-T}^{T} u^{2}(x) \mathrm{d} x=1 \tag{A.2}
\end{align*}
$$

using Legendre polynomials. Let $P_{n}(x), n=0,1, \ldots$, denote Legendre polynomials of degree $n$. These polynomials are well documented in the literature. Properties which are relevant for our purpose can be found in [8]. Legendre polynomials are orthogonal on the interval $[-1,1]$ and satisfy the recursion

$$
\begin{equation*}
(n+1) P_{n+1}(x)=(2 n+1) x P_{n}(x)-n P_{n-1}(x), \tag{A.3}
\end{equation*}
$$

where $P_{0}(x) \equiv 1$ and $P_{1}(x)=x$. Also $P_{n}( \pm 1)=( \pm 1)^{n}$. To normalize these polynomials scaling by the factor of $\sqrt{(2 n+1) / 2}$ is needed: $p_{n}(x)=\sqrt{(2 n+1) / 2} P_{n}(x)$. Now $p_{n}(x), n=1, \ldots, N+1$, are such that

$$
\begin{equation*}
\int_{-1}^{1} p_{n}^{2}(t) \mathrm{d} t=1, \quad \int_{-1}^{1} p_{n}(t) p_{k}(t) \mathrm{d} t=0, \quad k \neq n, k, n=0,1, \ldots, \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
(n+1) \sqrt{\frac{2}{2 n+3}} p_{n+1}(x)=(2 n+1) \sqrt{\frac{2}{2 n+1}} p_{n}-n \sqrt{\frac{2}{2 n-1}} p_{n-1} . \tag{A.5}
\end{equation*}
$$

Let

$$
\begin{equation*}
u(x)=\sum_{i=0}^{N+1} \alpha_{i}^{(N+2)} p_{i}(x), \quad-1 \leqslant x \leqslant 1, \tag{A.6}
\end{equation*}
$$

and let

$$
\begin{equation*}
u\left(x_{k}^{(N+2)}\right)=\sum_{i=0}^{N+1} \alpha_{i}^{(N+2)} p_{i}\left(x_{k}^{(N+2)}\right), \quad k=1, \ldots, N+2, \tag{A.7}
\end{equation*}
$$

where $x_{1}^{(N+2)}, x_{2}^{(N+2)}, \ldots, x_{N+2}^{(N+2)}$ are zeros of $p_{N+2}(x)$, which lie in $(-1,1)$. These points are a highly effective choice of collocation points [8]. They can be found as eigenvalues of a known tridiagonal matrix [16]

$$
\left[\begin{array}{cccccc}
0 & c_{2} & 0 & \ldots & \ldots & 0  \tag{A.8}\\
c_{2} & 0 & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & c_{i} & \ddots & \vdots \\
\vdots & \ddots & c_{i} & 0 & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & c_{N+2} \\
0 & \ldots & \ldots & 0 & c_{N+2} & 0
\end{array}\right], \quad c_{i}=\frac{\mathrm{i}-1}{\sqrt{(2 \mathrm{i}-3)(2 \mathrm{i}-1)}} .
$$

In the matrix form (A.7) becomes

$$
\left[\begin{array}{c}
u\left(x_{1}^{(N+2)}\right)  \tag{A.9}\\
\vdots \\
u\left(x_{N+2}^{(N+2)}\right)
\end{array}\right]=\left[\begin{array}{ccc}
p_{0}\left(x_{1}^{(N+2)}\right) & \cdots & p_{N+1}\left(x_{1}^{(N+2)}\right) \\
\vdots & \ddots & \vdots \\
p_{0}\left(x_{N+2}^{(N+2)}\right) & \cdots & p_{N+1}\left(x_{N+2}^{(N+2)}\right)
\end{array}\right]\left[\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\vdots \\
\alpha_{N+1}^{(N+2)}
\end{array}\right]=P_{N+2}\left[\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\vdots \\
\alpha_{N+1}^{(N+2)}
\end{array}\right] .
$$

Hence,

$$
\left[\begin{array}{c}
\alpha_{0}^{(N+2)}  \tag{A.10}\\
\vdots \\
\alpha_{N+1}^{(N+2)}
\end{array}\right]=P_{N+2}^{-1}\left[\begin{array}{c}
u\left(x_{1}^{(N+2)}\right) \\
\vdots \\
u\left(x_{N+2}^{(N+2)}\right)
\end{array}\right] .
$$

To avoid the inversion of the matrix $P_{N+2}$ in (A.10) we show that $P_{N+2}$ has orthogonal rows. First notice that

$$
\int_{-1}^{1} u^{2}(t) \mathrm{d} t=\sum_{i=0}^{N+1}\left(\alpha_{i}^{(N+2)}\right)^{2}=\left[u\left(x_{1}^{(N+2)}\right), \ldots, u\left(x_{N+2}^{(N+2)}\right)\right] P_{N+2}^{-\mathrm{T}} P_{N+2}^{-1}\left[\begin{array}{c}
u\left(x_{1}^{(N+2)}\right)  \tag{A.11}\\
\vdots \\
u\left(x_{N+2}^{(N+2)}\right)
\end{array}\right],
$$

where $P_{N+2}^{-\mathrm{T}}=\left(P_{N+2}^{-1}\right)^{\mathrm{T}}$. Alternatively, employing Gauss-Legendre quadrature gives us

$$
\int_{-1}^{1} u^{2}(t) \mathrm{d} t=\sum_{i=1}^{N+2} \omega_{i}^{2} u^{2}\left(x_{i}^{(N+2)}\right)=\left[u\left(x_{1}^{(N+2)}\right), \ldots, u\left(x_{N+2}^{(N+2)}\right)\right]\left[\begin{array}{ccc}
\omega_{1}^{2} & \ldots & 0  \tag{A.12}\\
\vdots & \ddots & \vdots \\
0 & \ldots & \omega_{N+2}^{2}
\end{array}\right]\left[\begin{array}{c}
u\left(x_{1}^{(N+2)}\right) \\
\vdots \\
u\left(x_{N+2}^{(N+2)}\right)
\end{array}\right],
$$

where $\omega_{1}, \ldots, \omega_{N+2}$ are the Gauss-Legendre weights. Since the vector $\left[u\left(x_{1}^{(N+2)}\right), \ldots, u\left(x_{N+2}^{(N+2)}\right)\right]$ is arbitrary, it follows by matching Eqs. (A.11) and (A.12) that

$$
P_{N+2}^{-\mathrm{T}} P_{N+2}^{-1}=\left[\begin{array}{ccc}
\omega_{1}^{2} & \cdots & 0  \tag{A.13}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \omega_{N+2}^{2}
\end{array}\right]=W^{2},
$$

and hence,

$$
\begin{equation*}
P_{N+2}^{-1}=P_{N+2}^{\mathrm{T}} W^{2} . \tag{A.14}
\end{equation*}
$$

The matrix $P_{N+2}$ is computed using the recursion (A.5), the matrix of the Legendre weights, $W$, is found as $\left(W^{-1}\right)^{2}=P_{N+2} P_{N+2}^{\mathrm{T}}$, and (A.10) becomes

$$
\left[\begin{array}{c}
\alpha_{0}^{(N+2)}  \tag{A.15}\\
\vdots \\
\alpha_{N+1}^{(N+2)}
\end{array}\right]=P_{N+2}^{\mathrm{T}} W^{2}\left[\begin{array}{c}
u\left(x_{1}^{(N+2)}\right) \\
\vdots \\
u\left(x_{N+2}^{(N+2)}\right)
\end{array}\right]
$$

Now if $u(x)$ is given by (A.7), then its second derivative $u^{\prime \prime}(x)$ can be written as

$$
\begin{equation*}
u^{\prime \prime}(x)=\sum_{j=0}^{N-1} \beta_{j} p_{j}(x) \tag{A.16}
\end{equation*}
$$

where the coefficients $\beta_{j}$ of the expansion (A.16) can be expressed in terms of the coefficients $\alpha_{i}^{(N+2)}$ using the following formula, see for instance [8]:

$$
\begin{equation*}
\beta_{j}=\left(j+\frac{1}{2}\right) \sum_{\substack{i=j+2, j+i \text { iven }}}^{N+1}[i(i+1)-j(j+1)] \alpha_{i}^{(N+2)} . \tag{A.17}
\end{equation*}
$$

Clearly only the first $N$ Legendre polynomials are represented in this case and therefore

$$
\left(\begin{array}{c}
\beta_{0}  \tag{A.18}\\
\beta_{1} \\
\vdots \\
\beta_{N-1}
\end{array}\right)=\overline{\mathscr{D}}\left(\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\alpha_{1}^{(N+2)} \\
\vdots \\
\alpha_{N-1}^{(N+2)} \\
\alpha_{N}^{(N+2)} \\
\alpha_{N+1}^{(N+2)}
\end{array}\right),
$$

where $\overline{\mathscr{D}}$ is $N \times(N+2)$. It is convenient to partition matrix $\overline{\mathscr{D}}$ as follows:

$$
\begin{equation*}
\overline{\mathscr{D}}=\left[\overline{\mathscr{D}}_{1}, \Phi\right], \tag{A.19}
\end{equation*}
$$

where $\overline{\mathscr{D}}_{1}$ is an $N \times N$ matrix and $\Phi$ is an $N \times 2$ matrix consisting of the last two columns of $\overline{\mathscr{D}}$. Using boundary conditions, $u( \pm 1)=0$, and the fact that $p_{i}( \pm 1)=( \pm 1)^{i} \sqrt{(2 \mathrm{i}+1) / 2}$, we obtain that

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sqrt{\frac{2 \mathrm{i}+1}{2}} \alpha_{i}^{(N+2)}=0 \tag{A.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=0}^{N+1}(-1)^{i} \sqrt{\frac{2 \mathrm{i}+1}{2}} \alpha_{i}^{(N+2)}=0 \tag{A.21}
\end{equation*}
$$

Solving for $\alpha_{N}^{(N+2)}, \alpha_{N+1}^{(N+2)}$ we have

$$
\begin{align*}
& \alpha_{N}^{(N+2)}=-\sum_{i=0}^{N / 2-1} \sqrt{\frac{4 \mathrm{i}+1}{2 N+1}} \alpha_{2 i}^{(N+2)},  \tag{A.22}\\
& \alpha_{N+1}^{(N+2)}=-\sum_{i=0}^{N / 2-1} \sqrt{\frac{4 \mathrm{i}+3}{2 N+3}} \alpha_{2 i+1}^{(N+2)} \tag{A.23}
\end{align*}
$$

or in the matrix form

$$
\binom{\alpha_{N}^{(N+2)}}{\alpha_{N+1}^{(N+2)}}=\Psi\left(\begin{array}{c}
\alpha_{0}^{(N+2)}  \tag{A.24}\\
\vdots \\
\alpha_{N-1}^{(N+2)}
\end{array}\right)
$$

where

$$
\Psi=-\left[\begin{array}{cccc}
\sqrt{\frac{1}{2 N+1}} & \sqrt{\frac{5}{2 N+1}} & \cdots & \sqrt{\frac{2 N-3}{2 N+1}}  \tag{A.25}\\
\sqrt{\frac{3}{2 N+3}} & \sqrt{\frac{7}{2 N+3}} & \cdots & \sqrt{\frac{2 N-1}{2 N+3}}
\end{array}\right] .
$$

Now (A.19) becomes

$$
\left(\begin{array}{c}
\beta_{0}  \tag{A.26}\\
\beta_{1} \\
\vdots \\
\beta_{N-1}
\end{array}\right)=\overline{\mathscr{D}}_{1}\left(\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\alpha_{1}^{(N+2)} \\
\vdots \\
\alpha_{N-1}^{(N+2)}
\end{array}\right)+\Phi \Psi\left(\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\alpha_{1}^{(N+2)} \\
\vdots \\
\alpha_{N-1}^{(N+2)}
\end{array}\right)=\left(\overline{\mathscr{D}}_{1}+\Phi \Psi\right)\left(\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\alpha_{1}^{(N+2)} \\
\vdots \\
\alpha_{N-1}^{(N+2)}
\end{array}\right) .
$$

With the notation $D=\overline{\mathscr{D}}_{1}+\Phi \Psi$, we write

$$
\left(\begin{array}{c}
\beta_{0}  \tag{A.27}\\
\beta_{1} \\
\vdots \\
\beta_{N-1}
\end{array}\right)=D\left(\begin{array}{c}
\alpha_{0}^{(N+2)} \\
\alpha_{1}^{(N+2)} \\
\vdots \\
\alpha_{N-1}^{(N+2)}
\end{array}\right)
$$

Here $D$ is a square $N \times N$ matrix which transforms the first $N$ coefficients $\alpha_{0}^{(N+2)}, \ldots, \alpha_{N-1}^{(N+2)}$ of the function $u(x), u( \pm 1)=0$, into the coefficients of the second derivative of the function $u(x)$. Notice also that

$$
\left(\begin{array}{c}
\beta_{0}  \tag{A.28}\\
\beta_{1} \\
\vdots \\
\beta_{N-1}
\end{array}\right)=P_{N}^{-1}\left(\begin{array}{c}
u^{\prime \prime}\left(x_{1}^{(N)}\right) \\
u^{\prime \prime}\left(x_{2}^{(N)}\right) \\
\vdots \\
u^{\prime \prime}\left(x_{N}^{(N)}\right)
\end{array}\right),
$$

where $x_{i}^{(N)}, i=1, \ldots, N$, are now zeros of $P_{N}(x)$.
Before using the described technique to discretize (4) we make some remarks. In general $u(x)$ does not equal to $\sum_{i=0}^{N+1} \alpha_{i}^{(N+2)} p_{i}(x)$, but rather is approximated by this sum. For smooth $u(x)$ this approximation is very accurate, in fact, see [8], if $u(x) \in C_{[-1,1]}^{p+1}$, then

$$
\max _{x \in[-1,1]}\left|u(x)-\sum_{i=0}^{N+1} \alpha_{i}^{(N+2)} p_{i}(x)\right|=\mathrm{O}\left(\frac{1}{N^{p}}\right) .
$$

If $u(x)$ is analytic, as in our case, the approximation is super-linear, or spectral in $N$ (cf. [8]). This means that the approximation error eventually goes to zero faster than any power of $N$. This, in turn, implies that a relatively small $N$ is needed for a highly accurate approximation, which becomes very important for the discretization in three spatial variables. This also implies that for sufficiently large $N$ the difference between $\sum_{i=0}^{N-1} \alpha_{i}^{(N)} p_{i}(x)$ and $\sum_{i=0}^{N+1} \alpha_{i}^{(N+2)} p_{i}(x)$ is negligible, where $\alpha_{i}^{N}$ are defined via

$$
\left[\begin{array}{c}
u\left(x_{1}^{(N)}\right)  \tag{A.29}\\
\vdots \\
u\left(x_{N}^{(N)}\right)
\end{array}\right]=\left[\begin{array}{ccc}
p_{0}\left(x_{1}^{(N)}\right) & \cdots & p_{N-1}\left(x_{1}^{(N)}\right) \\
\vdots & \ddots & \vdots \\
p_{0}\left(x_{N}^{(N)}\right) & \cdots & p_{N-1}\left(x_{N}^{(N)}\right)
\end{array}\right]\left[\begin{array}{c}
\alpha_{0}^{N} \\
\vdots \\
\alpha_{N-1}^{N}
\end{array}\right],
$$

and where $x_{1}^{(N)}, \ldots, x_{N}^{(N)}$ are now the zeros of $P_{N}(x)$. Therefore, without affecting the overall accuracy we replace $\alpha_{0}^{(N+2)}, \ldots, \alpha_{N-1}^{(N+2)}$ in (A.26) with $\alpha_{0}^{N}, \ldots, \alpha_{N-1}^{N}$.

For this reason, from now on, we drop the subscripts and write $\alpha_{0}, \ldots, \alpha_{N-1}$ in (A.10) given approximately by

$$
\left[\begin{array}{c}
\alpha_{0}  \tag{A.30}\\
\vdots \\
\alpha_{N-1}
\end{array}\right]=\left[\begin{array}{ccc}
p_{0}\left(x_{1}\right) & \cdots & p_{N-1}\left(x_{1}\right) \\
\vdots & \ddots & \vdots \\
p_{0}\left(x_{N}\right) & \cdots & p_{N-1}\left(x_{N}\right)
\end{array}\right]^{-1}\left[\begin{array}{c}
u\left(x_{1}\right) \\
\vdots \\
u\left(x_{N}\right)
\end{array}\right]=P^{-1}\left[\begin{array}{c}
u\left(x_{1}\right) \\
\vdots \\
u\left(x_{N}\right)
\end{array}\right],
$$

where $x_{1}, \ldots, x_{N}$ are the zeros of $P_{N}(x)$. With this understanding, it follows from (A.13), (A.29) and (A.30) that, approximately,

$$
\left[\begin{array}{c}
u^{\prime \prime}\left(x_{1}\right)  \tag{A.31}\\
\vdots \\
u^{\prime \prime}\left(x_{N}\right)
\end{array}\right]=P D P^{\mathrm{T}} W^{2}\left[\begin{array}{c}
u\left(x_{1}\right) \\
\vdots \\
u\left(x_{N}\right)
\end{array}\right],
$$

where $P$ is the matrix of (A.30). We also remark that the above discretization technique can be extended to the interval $[-T, T]$ by the simple change of variable, $x_{i} \rightarrow T x_{i}, i=1, \ldots, N$. For notational convenience, we use the same notation, $x_{i}$, for the points mapped into $(-T, T)$. Taking everything into account gives us the following discretization of (A.1):

$$
-\frac{1}{T^{2}}\left[P D P^{\mathrm{T}} W^{2}\right] U+a\left[\begin{array}{lll}
x_{1}^{2} & & 0  \tag{A.32}\\
& \ddots & \\
0 & & x_{N}^{2}
\end{array}\right] U+k U^{3}=\lambda U
$$

where $U=\left[u\left(x_{1}\right), \ldots, u\left(x_{N}\right)\right]^{\mathrm{T}}$ and $U^{3}=\left[u^{3}\left(x_{1}\right), \ldots, u^{3}\left(x_{N}\right)\right]^{\mathrm{T}}$. Again, for the sake of simplicity, we use the same notation $u\left(x_{i}\right)$ for the exact and the approximate values of the solution.

Let us consider now Eq. (A.32). The matrix $P D P^{\mathrm{T}} W^{2}$ is not symmetric in general. Symmetrization of the equation is desirable. Multiplying Eq. (A.32) by $\sqrt{T} W$ on the left and introducing the notation

$$
A=-\frac{1}{T^{2}}\left[W P D P^{\mathrm{T}} W\right]+a\left[\begin{array}{ccc}
x_{1}^{2} & & 0  \tag{A.33}\\
& \ddots & \\
0 & & x_{N}^{2}
\end{array}\right]
$$

we obtain

$$
\begin{equation*}
A V+\frac{k}{T} W^{-2} V^{3}=\lambda V \tag{A.34}
\end{equation*}
$$

where $V=\sqrt{T} W U$. Notice that

$$
\int_{-T}^{\mathrm{T}} u^{2}(t) \mathrm{d} t=T \sum_{i=1}^{N} u\left(x_{i}\right)^{2} w_{i}^{2}
$$

and hence,

$$
\int_{-T}^{\mathrm{T}} u^{2}(t) \mathrm{d} t=\sum_{i=1}^{N} v_{i}^{2} .
$$

## Appendix B. Thomas-Fermi estimates

In (4) a parameter of nonlinearity $k$ can range from 1 to $10^{6}$. Large coefficients $k$ correspond to the Thomas-Fermi regime. In this regime $\Delta^{2} u$ becomes negligible in the Gross-Pitaevskii equation

$$
\begin{equation*}
-\Delta^{2} u+\left(a x^{2}+b y^{2}+c z^{2}\right) u+k u^{3}=\lambda u, \tag{B.1}
\end{equation*}
$$

and hence approximately

$$
k u^{2}=\lambda-\left(a x^{2}+b y^{2}+c z^{2}\right)
$$

or

$$
u^{2}= \begin{cases}\frac{1}{k}\left(\lambda-\left(a x^{2}+b y^{2}+c z^{2}\right)\right) & \text { if } a x^{2}+b y^{2}+c z^{2} \leqslant \lambda, \\ 0 & \text { otherwise. }\end{cases}
$$

Since the norm of the solution is one we need $\lambda$ such that

$$
\begin{equation*}
1=\frac{1}{k} \iiint_{a x^{2}+b y^{2}+c z^{2} \leqslant \lambda}\left(\lambda-\left(a x^{2}+b y^{2}+c z^{2}\right)\right) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z . \tag{B.2}
\end{equation*}
$$

To find $\lambda$ in the above equation first consider the double integral

$$
\begin{equation*}
\iint_{a x^{2}+b y^{2} \leqslant \lambda}\left(a x^{2}+b y^{2}\right) \mathrm{d} x \mathrm{~d} y \tag{B.3}
\end{equation*}
$$

which corresponds to the case of two spatial variables. Geometrically, this means the volume of the elliptic cylinder, $V_{\mathrm{c}}$, of height $\lambda$ minus the volume of the elliptic paraboloid, $V_{\mathrm{p}}$, truncated at the level $a x^{2}+b y^{2}=\lambda$.

The area of the base ellipse,

$$
a x^{2}+b y^{2}=\lambda
$$

or

$$
\frac{x^{2}}{\left(\sqrt{\frac{1}{a}}\right)^{2}}+\frac{y^{2}}{\left(\sqrt{\frac{1}{b}}\right)^{2}}=1
$$

is given by

$$
\begin{equation*}
A(\lambda)=\pi \cdot \sqrt{\frac{\lambda^{2}}{a b}}=\frac{\lambda \pi}{\sqrt{a b}} . \tag{B.4}
\end{equation*}
$$

Thus

$$
\begin{equation*}
V_{\mathrm{c}}=\lambda \cdot \frac{\lambda \pi}{\sqrt{a b}}=\frac{\pi}{\sqrt{a b}} \lambda^{2} . \tag{B.5}
\end{equation*}
$$

Also

$$
V_{\mathrm{p}}=\int_{0}^{\lambda} A(\mu) \mathrm{d} \mu=\frac{\pi}{\sqrt{a b}} \int_{0}^{\lambda} \mu \mathrm{d} \mu=\frac{1}{2} \frac{\pi}{\sqrt{a b}} \lambda^{2}
$$

and therefore

$$
\begin{equation*}
\iint_{a x^{2}+b y^{2} \leqslant \lambda}\left(a x^{2}+b y^{2}\right) \mathrm{d} x \mathrm{~d} y=V_{\mathrm{c}}-V_{\mathrm{p}}=\frac{\pi}{2 \sqrt{a b}} \lambda^{2}=k, \tag{B.6}
\end{equation*}
$$

from which $\lambda$ is easily found. Consider now

$$
\begin{equation*}
I(\lambda)=\iiint_{a x^{2}+b y^{2}+c z^{2} \leqslant \lambda}\left(a x^{2}+b y^{2}+c z^{2}\right) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z \tag{B.7}
\end{equation*}
$$

The volume of the ellipsoid $a x^{2}+b y^{2}+c z^{2}=\lambda$ or

$$
\begin{equation*}
\frac{x^{2}}{\left(\sqrt{\frac{\lambda}{a}}\right)^{2}}+\frac{y^{2}}{\left(\sqrt{\frac{\lambda}{b}}\right)^{2}}+\frac{z^{2}}{\left(\sqrt{\frac{\lambda}{c}}\right)^{2}}=1 \tag{B.8}
\end{equation*}
$$

is given by

$$
\begin{equation*}
V(\lambda)=\frac{4 \pi}{3} \sqrt{\frac{\lambda^{3}}{a b c}} . \tag{B.9}
\end{equation*}
$$

In a similar way we have

$$
\begin{equation*}
I(\lambda)=\lambda V(\lambda)-\int_{0}^{\lambda} V(\mu) \mathrm{d} \mu=\frac{4 \pi}{3 \sqrt{a b c}} \lambda^{5 / 2} . \tag{B.10}
\end{equation*}
$$

Thus

$$
\begin{equation*}
k=\frac{4 \pi}{3 \sqrt{a b c}} \lambda^{5 / 2}-\frac{4 \pi}{5 \sqrt{a b c}} \lambda^{5 / 2}=\frac{8 \pi}{15 \sqrt{a b c}} \lambda^{5 / 2} \tag{B.11}
\end{equation*}
$$

and the Thomas-Fermi approximation of $\lambda$ is

$$
\begin{equation*}
\lambda=\left(\frac{15 k}{8 \pi}\right)^{2 / 5}(a b c)^{1 / 5} \tag{B.12}
\end{equation*}
$$

Note that in the case of spherical symmetry, $a=b=c=\frac{1}{2}$,

$$
\lambda=\frac{1}{2}\left(\frac{15 k}{4 \pi}\right)^{2 / 5} .
$$
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